
 

RESEARCH ARTICLE PSYCHOLOGICAL AND COGNITIVE SCIENCES

Mindful attention promotes control of brain network dynamics
for self-regulation and discontinues the past from the present
Dale Zhoua , Yoona Kangb , Danielle Cosmeb , Mia Jovanovab, Xiaosong Hec,d, Arun Mahadevanc, Jeesung Ahne, Ovidia Stanoif, Julia K. Brynildsenc ,
Nicole Cooperb, Eli J. Cornblathc , Linden Parkesc , Peter J. Muchag , Kevin N. Ochsnerf, David M. Lydon-Staleyb,c,h , Emily B. Falkb,e,i ,
and Dani S. Bassettc,j,k,l,m,n,1

Edited by Susan Fiske, Princeton University, Princeton, NJ; received January 19, 2022; accepted October 17, 2022

Mindful attention is characterized by acknowledging the present experience as a tran-
sient mental event. Early stages of mindfulness practice may require greater neural effort
for later efficiency. Early effort may self-regulate behavior and focalize the present, but
this understanding lacks a computational explanation. Here we used network control
theory as a model of how external control inputs—operationalizing effort—distribute
changes in neural activity evoked during mindful attention across the white matter
network. We hypothesized that individuals with greater network controllability, thereby
efficiently distributing control inputs, effectively self-regulate behavior. We further
hypothesized that brain regions that utilize greater control input exhibit shorter intrinsic
timescales of neural activity. Shorter timescales characterize quickly discontinuing past
processing to focalize the present. We tested these hypotheses in a randomized controlled
study that primed participants to either mindfully respond or naturally react to alcohol
cues during fMRI and administered text reminders and measurements of alcohol
consumption during 4 wk postscan. We found that participants with greater network
controllability moderated alcohol consumption. Mindful regulation of alcohol cues,
compared to one’s own natural reactions, reduced craving, but craving did not differ
from the baseline group. Mindful regulation of alcohol cues, compared to the natural
reactions of the baseline group, involved more-effortful control of neural dynamics
across cognitive control and attention subnetworks. This effort persisted in the natural
reactions of the mindful group compared to the baseline group. More-effortful neural
states had shorter timescales than less effortful states, offering an explanation for how
mindful attention promotes being present.

mindfulness | network control theory | neural intrinsic timescale | brain network dynamics

When people direct efforts toward achieving their goals, they engage in self-regulation
(1–3). Mindfulness is an increasingly popular strategy to direct efforts toward educational,
work, and health goals (4–12). Key to many forms of mindfulness is redirecting efforts by
observing mental events as transient, or “being present” (13–27). When people focus their
attention on the present, they increase psychological distance from sensations, thoughts,
and emotions by recognizing them as passing mental events (28–30). Mental events are
interpretations or appraisals of external stimuli that are not veridical representations of re-
ality. In contrast to mindful attention, people often habitually react to events and prolong
their influence through mind wandering and self-referential thoughts, expectations, and
emotions (31, 32).

Enhancing mindful attention through practice is thought to help one notice and
discontinue moments of mind wandering and self-referential thoughts (32–39). Discon-
tinuing self-referential thoughts relates to psychological self-distancing from the socioemo-
tional content of past experiences and imagined futures, ceasing to automatically associate
them with the present experience (29, 34, 40–45). Reduced self-referential processes are
associated with suspending neural activity in the default mode network, including the
posterior cingulate cortex (PCC), precuneus, and medial prefrontal cortex. One putative
mechanism by which people transition from novice to expert meditators is by decreasing
activity in their precuneus and PCC (36, 42, 46, 47), regions associated with how people
perceive time’s passage and experience their sense of self (48–51).

The brain may reduce default-mode activity during tasks, such as mindful attention, by
biasing activity with a system of regions associated with cognitive control, attention, and
emotion (12, 52–55). These regions include frontoparietal, amygdalar, thalamic, insular,
dorsolateral prefrontal, and anterior cingulate regions (18, 56–62). They tend to coactivate
when people exercise executive function, a capacity to shift or sustain their attention and
working memory to achieve goals by way of selecting relevant actions, monitoring ongoing
activity, and reviewing outcomes. Mindfulness also involves a capacity to shift or sustain
attention, here directed to salient information on the internal sensations from the body and
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on the external world (55, 63–68). This engagement and disen-
gagement of attention allows a mental stance characterized by
nonreaction, sometimes called nonelaborative or nonjudgmen-
tal processing. Prior work suggests that this nonreactive mental
stance is related to psychological distancing through “defusion” or
“decentering” from one’s emotional experience, ultimately sup-
porting emotion regulation (28, 29). For example, mindfully
attending to interfering sources of anxiety and craving may help
one down-regulate those affective states (44, 69–71). Taken to-
gether, these regional (de)activations and their functions suggest
a putative neural process. As people practice mindfulness, the
brain may redirect neural activity and effort from default-mode
regions to cooperating attention and frontoparietal regions as a
nonlinear function of the amount of practice (16, 25, 72–74),
similar to other types of learning (75–78). Redirecting cogni-
tive resources to attention and executive function is consistent
with deautomatizing emotional and cognitive reactions that have
become habitual and spontaneous (29, 79).

We build upon this progress by developing a dynamical systems
perspective of how mindful attention may function to redirect
effort, discontinue transient events, and evolve nonlinearly with
expertise. To explain these functions, we seek a dynamical systems
model that produces them based on how system-wide neural activ-
ity changes spontaneously and during mindful attention. Neural
activity changes spontaneously yet predictably, with constraints
from the brain’s white matter structure and a person’s behavior.
Network control theory offers a dynamical systems model of the
time-dependent control of changes in system activity (80). When
applied to neural systems, brain networks are modeled as nodes
that represent regions with a given level of activity and edges that
represent structural white matter connections with a given level
of activity flow. As in prior work, we use this theory to determine
the control input needed for a brain network to direct and sustain
the system-wide patterns of activity evoked by behavior, such as
mindful attention (81–86). Prior work has demonstrated that
control inputs relate to the effects of external stimulation and
metabolic energy (82, 87, 88). Here, by contrast, we use network
control theory to posit dynamical measures of the effort and
transience of neural states.

We operationalize effort in terms of the amount of control
input required to execute a neural transition (84, 89, 90). To pro-
tect the transition from the interference of spontaneous activity,
the brain requires control input to change neural activity (86).
Control inputs characterize effort in that they are positively corre-
lated with working memory load and modulated by dopaminergic
signaling (90), a neurotransmitter that encodes information about
a task’s cognitive demand and expected benefit (91, 92). Since
the diversity of possible state transitions depends on structural
connectivity (93, 94), here we complement our study of control
inputs with a study of average controllability, which quantifies
the capacity of a unit of control input into each brain region
to drive activity to new hypothetical states (89). This statistic is
also relevant to the study of effort, as it is positively correlated
with activity during tasks that probe executive function (95).
Hence, we operationalize effort as increased control input, and
we assess the efficient utilization of control input using average
controllability.

In addition to effort and efficient utilization, we are also
interested in the stability versus transience of neural events. By
estimating the amount of control input needed to persist in
a given neural state (86), we suggest that more “energetic” or
costly states are more likely to change to different states (90),
consistent with constraints on the expenditure of limited resources

(96, 97). A region’s activity spontaneously changes to a different
neural state when it discontinues past activity by updating it to
the present state. Accordingly, when regions are quicker to alter
activity to different neural states, we call that region more present
focused. We measure how quickly a region’s activity updates to a
different (uncorrelated) state as the intrinsic neural timescale (32,
98, 99). Following prior work, the intrinsic neural timescale is
a function of ongoing, spontaneous brain activity not restricted
to only task-responsive regions (99), necessitating resting-state
fMRI. Using these calculations, we operationalize the transience
of neural events as decreased control stability and faster intrinsic
neural timescales.

Here we investigate the neural dynamics of mindful atten-
tion in a sample of 76 college students, using fMRI acquired
during resting state and in response to an alcohol cue reactivity
task. The inclusion of the cue reactivity task was motivated by
recent work demonstrating that paying mindful attention to
daily cravings moderated drinking behavior (30). College students
consume more alcohol than peers who do not attend college—
leading to negative academic, social, and legal outcomes (100).
Practicing mindfulness may help an individual to self-regulate
drinking behavior (2, 101–104). In our study, participants were
randomized into either an experimental group assigned to prac-
tice mindful attention or a baseline group assigned to react
naturally. For the mindful attention group, we briefly trained
participants to induce mindful attention in an fMRI task that
included alcohol cues as well as text reminders over the subse-
quent 4 wk (SI Appendix, Supplementary Methods, adapted from
ref. 30). Using task fMRI, we measure the effort and stability
of neural responses evoked by mindful attention compared to
natural reactions. In the fMRI task, the mindful attention group
was instructed to react to images of alcohol either mindfully or
naturally, whereas the baseline group was only instructed to react
naturally (Fig. 1). Using these data, we simulate a putative neural
mechanism that involves suspending the influence of the default-
mode network’s precuneus and PCC activity on ongoing network
dynamics (36, 42, 46). Using ecological momentary assessments
and text reminders, we measured self-regulated drinking behavior
over the 4 wk postscan, without explicitly instructing participants
to moderate alcohol consumption. Finally, we evaluate how the
effort and stability of brain activity over time relates to its intrinsic
neural timescale.

We test four main hypotheses connecting the effort and sta-
bility of neural activity to self-regulation and mindful attention.
First, we hypothesize that the average controllability of the whole
structural network positively correlates with later moderation of
alcohol consumption. Increased average controllability suggests
more efficient usage of control inputs. Second, we hypothesize that
mindful attention demands greater control input than exclusively
naturally reacting, and that natural reactions interspersed with
mindful attention demand more control input than exclusively
naturally reacting. Increased control input is characteristic of
effortfully deautomatizing habitual reactions, a process that may
gain efficiency by requiring reduced control input with expertise.
Third, we hypothesize that the neural states of the mindful group
would exhibit more control instability than those of the baseline
group. Control instability suggests a drive to cease costly neural
states of mindful attention. Fourth, we hypothesize that brain
regions with greater average controllability, control input, and
instability would have faster intrinsic neural timescales. Faster
intrinsic timescales suggest present-focused activity that quickly
updates past states to the present. In testing these hypothe-
ses, we develop a dynamical systems theory of how mindful
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Fig. 1. Control of brain network dynamics for regulatory strategies and behavior. (A) A schematic of the fMRI task. During mindful trials, participants were
instructed to “mentally distance themselves by observing the situation and their response to it with a more impartial, nonjudgmental, or curious mindset, and
without getting caught up in the situation or response.” During natural reaction trials, participants were instructed to “simply look and respond according to
initial gut reactions, without thinking of anything in particular.” The task included 96 total trials arranged in blocks of four with the same regulatory strategy.
We were interested in the effort and stability of neural states during the mindful regulatory process compared to the natural reaction. Images were used from
the Galician Beverage Picture Set (105). (B) The conceptual schematic depicts a simplified brain with only three regions to explain the intuition underpinning
the control metrics of effort and stability. The measured fMRI activity time course of these three regions defines only one of many possible activity trajectories
that those regions could have produced. We use network control theory to calculate the control inputs required to steer functional states from an initial state
(pink line) propagating according to simulated linear dynamics atop the structural connectome toward a target state (dashed black line). We apply the same
framework to analyze the full time course of 400 cortical and 14 subcortical regions. A neural state is defined as a single instance of activity across all 414
brain regions, measured by repeated scan acquisitions. All neural states measured across time compose the trajectory of the neural dynamics. (C) Here we
depict two of the main hypotheses regarding the effort and stability of mindful states. In keeping with the simplified three-region system, the system’s state
can be visualized as a coordinate in three-dimensional space. To determine the effort of neural dynamics, we calculated the optimal control inputs required to
transition 1) from the baseline to the natural reaction state, and 2) from the baseline to the mindful reaction state. To determine the stability of neural dynamics,
we calculated the optimal control inputs required to sustain the natural reaction state and sustain the mindful reaction state. We then compared the control
input and stability between the baseline and mindful conditions.

attention redirects effort and discontinues transient neural events
(14, 21, 25).

Results

Average Controllability Predicts Later Behavior Change in
Alcohol Consumption. We sought to apply network control
theory to investigate how mindful attention influences brain
dynamics to support self-regulation (Fig. 1). Prior findings in this
dataset indicate that individuals randomly assigned to the mindful
attention or baseline conditions differed in their self-regulation of
alcohol consumption. Specifically, mindful attention promoted
moderation of alcohol consumption (30), consistent with other
reports of mindful attention improving executive control and self-
regulation (106). In addition to this finding of differences between
groups, we first hypothesized that individuals across groups would
moderate alcohol consumption by reducing drinking probability,
if their structural networks afforded greater average controllability.

Average controllability is a measure that characterizes the capacity
of brain regions to efficiently drive activity across structural
connections to any hypothetically reachable state (Fig. 2A). To
model the logistic drinking probability of each individual at a
given occasion, we built upon a recent report that used a multilevel
model with zero inflation to account for repeated measures,
individuals nested within social groups, and the nonnormally
distributed drinking data with the predominance of assessments
that reported zero drinking (30, 107). In this recent work,
covariates were included in the model to control for the number of
assessments, the number of responses to alcohol surveys, whether
the day of assessment was a social week day (108), and whether
individuals were exposed to mindful attention prompts that week.
In testing for the effects of average controllability of the structural
brain network across all participants, we additionally controlled
for the baseline drinking amount or frequency in the past 6 mo,
demographic variables, and the personality trait of attentional
impulsivity (SI Appendix, Supplementary Methods and Fig. S1).
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Fig. 2. Average controllability predicts later behavior change in the moderation of alcohol consumption. (A) Here we visualize six possible changes in neural
activity (red arrows depict change to a target state) for three brain regions. Average controllability is a measure of the capacity of the structural connectome to
drive all new brain states (all target states on the surface of the ellipsoid). (B) For each individual structural brain network, we obtained an individual measure
of average controllability as the mean average controllability across all brain regions. Among all individuals, structural connectivity that supported farther
hypothetical neural trajectories predicted later reductions in the observed probability of consuming alcohol on a given occasion. The plot displays predicted
values of the marginal effects of average controllability, using a multilevel regression model, following prior work (30). (C) The average controllability of the
structural network correlates with the neural response magnitude evoked by mindful attention. Dorsal attention regions with greater average controllability
tended to activate more, while ventral attention regions with greater average controllability tended to activate less. Asterisks denote significant correlations at
a Bonferroni-corrected α = 0.0056.

Across both the mindful and baseline conditions, we found—
with the zero-inflated model of drinking probability—that
individuals with greater average controllability across all regions
tended to have a lower probability of drinking per assessment
beyond preexisting differences in their baseline drinking
frequency (Fig. 2B; b =−2.16, p = 0.002). Following prior
work, we found consistent results for the effect of average
controllability in a sensitivity analysis that used a parsimonious
model including minimal covariates (30) (SI Appendix, Fig. S2).
This observation is consistent with our hypothesis and with
previously reported associations between average controllability
and executive function (95). The estimated neural response
magnitude of mindful attention was positively correlated with
the structural network’s average controllability of regions in
a “dorsal attention network” (ρ= 0.43 to 0.49, Bonferroni-
corrected p < 0.05) and was negatively correlated with the
average controllability of regions in a “ventral attention network”
(ρ=−0.54 to −0.56, Bonferroni-corrected p < 0.05; Fig. 2C ).
See SI Appendix, Supplementary Methods for a list of regions in
these networks. There were no detected differences in average
activity between groups or conditions within these networks
and across the whole brain (SI Appendix, Fig. S3). Average
controllability relates to the neural response magnitude evoked
during states of both reacting naturally and attending mindfully
to alcohol cues. In sum, the short-term induction of mindful
attention and average controllability each support later behavior
change in the moderation of alcohol consumption.

Mindful Attention Deautomatizes and Discontinues Neural
States of Alcohol Cue Reaction. The practice of mindfulness is
typically thought to be effortful for novices (25). Here, in addition

to considering all possible hypothetical trajectories by calculating
the average controllability, we also sought to understand how
mindful attention supports self-regulation, by comparing the
specific empirical neural trajectories of the mindful group to the
neural trajectories of the baseline group during the fMRI task.
To investigate these neural trajectories, we calculated the control
inputs that the frontoparietal control and dorsal/ventral attention
subnetworks (see SI Appendix, Supplementary Methods for list of
regions) should exert to drive brain function from baseline states to
task states. Baseline states were defined as a neural state with zero
task-related activity. Task states corresponded to the neural states
of task-related activity across trials which instructed individuals
in the mindful condition to react to alcohol cues mindfully, or
trials which instructed them to react naturally. Task states for
individuals in the baseline condition corresponded only to trials
instructing them to react naturally to alcohol cues. We found that
mindful attention reduced craving compared to natural reactions
for the mindful attention group (b =−0.17, p = 0.003), but
did not find a difference in average craving between groups
(SI Appendix, Fig. S4). To understand how control inputs evolve
with practice, we simulated an increasing down-regulation of the
control inputs into the precuneus and PCC, a putative neural
mechanism for the practice of mindful attention (42).

Our second hypothesis was that the deautomatizing function
of mindful practice would evoke neural states that require more
effort, and this effort would also persist into conditions requiring
the individual to react naturally, suggesting effort related to the
deautomatization of habitual reactions to alcohol. Consistent with
our hypothesis, when we simulate transitions that occur with
reduced influence of the precuneus and PCC, we observe that
more control input is required to transition to states of mindful
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Fig. 3. Mindful attention deautomatizes and discontinues neural states of reacting to alcohol cues. (A) Inset: Here we simulate a putative process by which
individuals practice mindful attention by suspending the capacity of the default-mode network’s precuneus and PCC regions to influence other regions’ activity
(42). Suspending default-mode network activity biases activity toward regions associated with executive control. Executive control brain circuitry is thought to
comprise the frontoparietal control, dorsal attention, and ventral attention subnetworks with 145 regions. Left: While reducing the influence of precuneus and
PCC regions, we found that mindful attention required more effort and was less stable for these 145 regions between baseline and mindful groups. Right:
Moreover, when the mindful group interspersed mindful attention with naturally reacting, their natural reactions required more control input and were less
stable than the natural reactions of the baseline group. As people transition from little to substantial reduction of the precuneus and PCC’s influence on system
dynamics, differences in effort and instability decreased nonlinearly with expertise in reducing precuneus and PCC influence. Error bars depict SE of 1,000
permutations. Asterisks indicate significant differences of between-group Wilcoxon tests at a Bonferroni-corrected α = 0.0025. (B) Within the mindful attention
group, we compared mindful reactions to natural reactions when only allowing control inputs to the 145 regions using paired Wilcoxon tests. Within the mindful
attention group, the neural states corresponding to mindful attention required more control input and were less stable than the neural states corresponding to
natural reactions. Gray lines connect the same brain region between the trial types. Together, greater control inputs suggest greater effort, consistent with the
hypothesis that mindful attention effectively supports self-regulation by deautomatizing reactions. Reduced stability of the neural states of mindful and natural
reactions in the mindful condition suggest brain function that discontinues and dwells less on states of reaction.

attention than to states of naturally reacting (Fig. 3). As people
gain expertise in reducing the influence of the precuneus and
PCC, they are able to transition to mindful attention and sustain
it with nonlinearly decreasing control inputs. This result suggests
that, as people gain expertise in this putative neural mechanism,
they can exercise mindful attention with greater efficiency. Indi-
viduals who mindfully attended to cues required greater control
input on trials instructing them to react naturally than individuals
in the baseline condition who were instructed to exclusively react
naturally (Fig. 3 A, Right). These results suggest that mindful
attention is characterized by increased effort and instability com-
pared to baseline natural reactions, an increase that can lessen with
practice for more efficient and stable neural dynamics.

Next, we tested the third hypothesis, that the mindful states
and the natural states of the mindful group would be more
unstable than the natural reactions of the baseline group. Evidence
supporting this hypothesis would suggest that practice of mindful
attention elicits instability, the cessation of the current costly
neural state, and approach to new neural states. To test this
hypothesis, we calculated the stability of the neural state as the
reciprocal of the control input required to transition from the state
to itself. Consistent with our hypothesis, we found that the neural
states of regions in the frontoparietal control and dorsal/ventral
attention subnetworks were less stable for mindful reactions than
for natural reactions in the baseline condition (Fig. 3 A, Left).
Reduced stability of the neural states of mindful attention suggests
future discontinuation of the costly state of processing. If natural
reactions of the mindful group were more unstable than natural
reactions of the baseline group, then the effort of mindful regu-
lation that persisted to natural reactions may promote cessation
of attending to the alcohol cues, due to increased cost. We
found that natural reactions of individuals who practiced mindful
reactions were less stable than the natural reactions of individuals
in the baseline condition (Fig. 3 A, Right), suggesting greater
cessation of the neural states associated with attending to the
alcohol cues.

We next assessed neural transitions within only the mind-
ful group, finding further evidence consistent with our second
and third hypotheses. Mindful attention required more con-
trol input than reacting naturally (Fig. 3B; paired Wilcoxon
signed rank W = 3,927, p = 0.007), and mindful attention was
more unstable than reacting naturally (W = 3,933, p = 0.007).
While mindful attention required, on average, more control in-
put than reacting naturally, individuals over the course of the
task needed increasingly more control input to react naturally
(SI Appendix, Fig. S5). This pattern of findings suggests that natu-
ral dynamics are deautomatized using control inputs during mind-
ful regulation. The neural states associated with mindful reactions
to alcohol required greater control input than the natural reactions
to alcohol of the baseline condition. This effort persisted into
conditions that required individuals to react naturally, suggesting
a marked deautomaticity of neural dynamics. Taken together, the
greater effort and deautomaticity of reactions accompany more-
unstable neural states, suggestive of discontinued attendance to
alcohol cues.

Deautomatizing and Discontinuing Neural States Promote the
Clarity of the Past, Present, and Future during the Resting
State. In this final section, we sought to understand the func-
tional relevance of neural dynamics that are characterized by
effort and instability more broadly by investigating resting-state
neural dynamics. A key goal of mindfulness is to be present with
nonelaborative awareness. Similar to prior work reporting changes
in baseline functional connectivity in expert meditators (34), the
consistency of effortful and unstable neural processes across both
mindful and natural reactions in the mindful condition suggests
that mindful attention alters brain function beyond the immediate
practice. This persistence of the effects of meditative training has
been proposed to transform the resting-state experience to one
that is more present focused (34). Here we sought to under-
stand whether effortful and unstable neural states during resting-
state fMRI across all participants were more present focused.
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Fig. 4. Deautomatization and discontinuation of resting-state trajectories are associated with more distinct past, present, and future states. (A) This schematic
depicts the control inputs to cognitive control and attention regions that are required to transition from state to state (red arrows) as measured by the repetition
time of each image in the resting-state time course. A state’s activity across all regions was defined using the blood-oxygen-level-dependent (BOLD) activity
magnitude. We plot the control input values—to the executive systems per transition over time—that are theoretically required to steer all regions to a new
state of activity. The resting-state is thought to characterize spontaneous brain dynamics of internally directed mind wandering and past or future prospection.
These spontaneous dynamics are less constrained by external stimuli. (B and C) Although neural dynamics display substantial variability, a brain region’s neural
states that occur in closer succession tend to be more similar. Conversely, states that occur farther apart tend to be more dissimilar. In addition to time between
states influencing the (dis)similarity of neural states, control inputs could discontinue past states to update the present state. A primary aim of mindfulness is
to cultivate a nonelaborative awareness of present experience and perceptual clarity of this awareness. We hypothesized that transitioning to different states,
in general, may be related to discontinuing past states and updating the present state. More precisely, we hypothesized that brain regions with greater average
controllability and resting-state trajectories with greater effort and instability would have quicker intrinsic timescales, reflecting present-focused activity. The
intrinsic timescale of a neural signal quantifies how long it takes for the signal at any given state to decay, regardless of particular content or mental object
of the signal. The quicker a signal decays according to calculated temporal autocorrelation functions per region, the less similar one state is from the next,
and the less the past state persists into the present. (D) Regions with greater average controllability for farther trajectories tended to exhibit fast-decaying and
dissimilar states. (E) Regions exerting greater control on brain function tended to have fast-decaying and dissimilar dynamics. (F) Regions with less stable and
more-discontinuing states tended to exhibit fast-decaying and dissimilar dynamics. Together, neural dynamics of cognitive control and attention networks that
are characterized by deautomatization and discontinuation relate to neural trajectories with more-distinct past, present, and future neural states. Analyzing
task activity, we found similar results that relate faster intrinsic neural timescales to the effort and instability of mindful attention (SI Appendix, Fig. S5).

The resting-state scan was administered prior to exposure to the
mindful attention task. We also assessed whether effortful and
unstable neural states during the mindful attention task tended
to focalize the present.

We tested our fourth hypothesis, that brain regions with greater
average controllability and resting-state trajectories with greater
effort and instability would have quicker intrinsic timescales
consistent with present-focused activity. For each individual, we
calculated the regional average controllability to assess the ease of
transitioning to any hypothetical new state, the optimal control
inputs to assess the cost of the empirical resting-state trajectory
(Fig. 4A), and the intrinsic timescale to assess the resting-state
signal persistence over time (Fig. 4B). The intrinsic timescale is
the time that must elapse before the similarity between a current
signal and past signal decays by half (Fig. 4C ). Differences in the
intrinsic timescales across brain regions form a temporal hierarchy
of neural processing whereby abstract information like goals can
persist over longer durations than newly attended sensorimotor
and contextual information (98, 99). Here, we use the intrinsic
timescale to measure the persistence of past state signals in or-
der to operationalize “present-focused activity.” Shorter intrinsic
timescales suggest present-focused activity that discontinues the
past and updates the present (6, 14).

Using these metrics, we first evaluated whether the ease of
transitioning to any hypothetical state promotes neural dynamics
that are more likely to evolve across states which are dissimilar. We
found that regions of the frontoparietal control and dorsal/ventral

attention subnetworks with higher average controllability tended
to have dynamics with more-dissimilar states and faster decay
(Fig. 4D; ρ(142) =−0.31, p < 0.001). This observation sug-
gests that average controllability and executive function might
support regulatory processing through present-focused resting-
state dynamics. Next, we assessed whether regions with resting-
state trajectories that demand the structural network to exert
greater control input per state transition will drive dynamics
to more-dissimilar and quickly decaying states. Consistent with
this hypothesis, we found that regions which required greater
control input to execute resting-state trajectories tended to have
more-dissimilar dynamics with quickly decaying states (Fig. 4E ;
ρ(142) =−0.18, p = 0.03), suggesting greater control inputs
tended to drive quicker transitions to farther states. Lastly, we eval-
uated whether regions with greater control stability for sustained
neural states would have slower decay and more-similar dynamics
than regions with lesser control stability. Consistent with this
prediction, we found that regions with greater stability tended to
have more-similar dynamics with slower decaying states (Fig. 4F ;
ρ(142) = 0.18, p = 0.03). This finding provides evidence that
the reduced control inputs required to sustain the same state are
related to the temporal stability of that state (90, 109). Analyzing
task activity, we found consonant results relating faster intrinsic
neural timescales to effort and instability of mindful attention
(SI Appendix, Fig. S5). These results suggest that present-focused
activity is related to the structural controllability and functional
control associated with executive function and mindful regulation.
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Discussion

In summary, our findings suggest that mindful attention and
executive control resources support the regulation of alcohol
consumption by biasing the network control of neural dynamics
that are more deautomatized, discontinuing, and present fo-
cused. Consistent with our first hypothesis, average controllability
predicted later moderation of alcohol consumption regardless
of whether the participant was randomized into the mindful
or baseline condition. This result parallels prior work reporting
associations between average controllability and both executive
function (95) and emotion regulation (110). Regions with high
average controllability can more efficiently utilize control inputs
for network dynamics across multiple cognitive domains (86),
are heritable (111), and are overrepresented in the default-mode
network (89). Consistent with our second and third hypotheses,
mindful attention tended to require greater control input and
was more unstable compared to naturally reacting. Compared
to baseline participants who exclusively reacted naturally, this
increased control input and instability persisted for the mindful
group’s participants whose natural reactions were interspersed
with mindful attention. This increased control input suggests a
learned effort to deautomatize and discontinue habitual reactions
over time (SI Appendix, Fig. S5). This pattern of findings may
also suggest that participants responded more indiscriminately
between instructed moments of mindful attention and reacting
naturally, consistent with previous work on psychological dis-
tancing and reappraisal of emotions becoming more automatic
and less effortful (60, 112). Finally, consistent with our fourth
hypothesis, brain regions that could (greater average controlla-
bility) or did (greater control input) steer the neural trajectory
to new and farther states were associated with faster intrinsic
timescales (SI Appendix, Fig. S5). These findings are consistent
with the existence of neural dynamics that discontinue and update
past neural states to put the present in focus, regardless of the
content or mental object of those states (34, 72).

Our network control theory simulations accord with a putative
mechanism of practicing mindful attention (46, 55, 102) by
redirecting the influence of the default-mode network’s precuneus
and PCC activity to regions associated with executive function.
Increased practice resulted in more-efficient transitions to mindful
attention, suggesting the possibility for a more reflexive and less
effortfully controlled mindset as in prior work on reappraisal
of negative affect (60). Taken together, our results suggest a
dynamical and self-regulatory function of the effort and instability
evoked by mindful attention that relates to faster intrinsic neural
timescales. Faster intrinsic neural timescales are consistent with
a nonelaborative attention to the present moment and increased
cognitive distance from transient events. Together, the theoretical
approach offers a dynamical systems framework for the effort and
stability of meditative states (23) and a stimulation framework for
future research on neural mechanisms and behavioral outcomes of
training (42, 55, 82, 87, 113, 114).

Just as thoughts, emotions, and experiences inevitably arise and
dissipate naturally, each region has unique time windows in which
their neural activity integrates information (32, 98, 99, 115).
Default-mode regions tend to have slower intrinsic timescales of
activity related to reacting to the mental contents of mind wander-
ing with desire, aversion, or rumination, relative to faster intrinsic
timescales of sensorimotor brain regions related to sensing and
doing (32). We set out to investigate two opposing hypotheses
about the time signatures of neural activity elicited by mindful
awareness. First, neural activity can quickly change to new states,
updating the past to a new present. To recognize thoughts and

experiences as transient moments, mindful attention may elicit
transient neural events. Faster timescales are consistent with more-
frequent switching between neural states of task preparation and
idling in people with high trait mindfulness (39, 116). Second,
in contrast to neural activity updating quickly to a new present,
neural activity can slowly change to new states. Slowly changing
states exhibit more stable activity over time, not ushering in the
future, with a more conjoined and nonseparated past, present, and
future. To recognize that events are merely passing, mindful at-
tention may involve recognizing the illusory status that privileges
past, present, or future mental states unevenly, since they strongly
interrelate. We found evidence for the first hypothesis of faster
timescales. This result is consistent with prior work showing task
activity magnitude correlates with faster intrinsic timescales (117).
When people practice mindful attention, the effects of practice
on neural activity are thought to transform the resting-state
experience to be more present focused (34), consistent with our
dynamical systems theory of transient neural events that update
the present at a faster clip. However, faster neural events do not
necessarily imply perception of faster mental events. To advance
understanding of the link between neural and mental timescales, a
promising direction of work is to investigate how nonlinear effects
of reducing the influence of default-mode network regions like
the PCC during mindful attention relates to nonlinear effects of
mindfulness on psychological states such as well-being (36, 42, 46,
118). Just as there may be an optimal range of meditative practice
for well-being, there may be an optimal range for reducing the
influence of default-mode network regions like the PCC, whose
activity can be perturbed to create psychological distance, short of
evoking dissociative experiences of the sense of self (48–51).

Our application of network control theory revealed neural
processes distinctive of mindful attention that prime the expen-
diture of control resources by regions in the frontoparietal control
and attention networks. Our results build upon progress made
by region-of-interest studies which identified neural correlates
of attention, cognitive control, and self-relevant future-oriented
processing in support of personal goals (119–121). The expla-
nations offered by elucidating how pathways of activity flow are
related to characteristics of neural processes align closely with the
notion that reduced constraints by the brain networks associated
with cognitive control and attention are likely to result in the
absence of awareness of one’s present mental state (122–124). Our
operationalizations of effort and stability offer richer characteriza-
tions of mindfulness that accord with defining features, including
the nonelaborative awareness of the present (13). The current
findings add to prior literature that early stages of mindfulness
practice may improve the ability to orient attention by selecting
specific information from multiple sensory stimuli and attending
to conflicts between different regional activities (25).

In contrast, the inability to regulate attention is related to mind
wandering (14). Mindfulness is negatively correlated with mind
wandering, consistent with the understanding of mindfulness as
the awareness of the present experience and of mind wandering
as perceptual decoupling of attention and the external envi-
ronment (19). Instead of effortfully deautomatizing responses,
people spend almost half of their mental lives on spontaneous
and unconstrained mind wandering (31). When people mind
wander, they focus less on specific goals and more on processing
social and emotional information relevant to oneself. To dissociate
thoughts about oneself from the present experience, brain activity
is thought to accrue information over longer periods of integration
in the default-mode network compared to shorter periods in
sensory and motor networks (32, 98, 99). Both mindfulness
and mind wandering appear useful in different contexts and
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recruit brain networks associated with executive and default-mode
function (14, 123).

Differing recruitment of brain regions according to context
may generate constraints on automatic and deautomatized
thoughts, feelings, and behaviors that vary in psychological com-
ponents of intentionality, awareness, efficiency, and controllability
(125). Our work further suggests a functional role of altered effort
and stability during neural dynamics. The results described here
suggest that the efficiency of structural controllability, previously
linked to executive function (95), is positively correlated with
neural dynamics that focalize the present. Future work could
build upon a link between executive function and the regulation
of emotions (126) to understand the relationship between
attentional states of flow—defined as being effortlessly and fully
involved in the present moment—when executing goal-directed
tasks and well-being, mood, and self-regulation (127).

Three issues have limited our ability to explain the neural
processes relating mindful attention to self-regulation. First, it is
challenging to disentangle the functional significance of efficiency
and that of effort, because a key goal of mindfulness practice
is to more efficiently engender less automatic reactions to one’s
experiences (16, 21, 29, 122, 128). Baseline natural reactions are
not exclusively automatic, because they also involve controlled
processes (79, 123). Our operationalization of effort allows us
to detect the relative deautomaticity and controlled processing
of mindful attention compared to the baseline. Our results are
consistent with a putative neural process of practicing mindful
attention by downregulating the influence of the precuneus and
PCC (36, 46, 47). In the process of reducing the influence of
these regions, network dynamics change to elicit effortful deau-
tomatization of spontaneous activity and habitual reactions. As
people gain expertise in reducing the influence of these default-
mode network regions, they can efficiently utilize less control
input. Second, current theoretical definitions of neural effort and
efficiency require further validation. It is unfounded to interpret
activity magnitude measurements conceptually as effort if the
link between activity magnitude and effort has not been empir-
ically validated (129, 130). With both increased and decreased
activity within brain regions associated with different categories
of meditation (131), high activity levels need not correspond
to effort, and low levels need not correspond to efficiency. In
fact, decreasing activity can require neural effort for inhibitory
signaling (132, 133). In the present work, we utilize a theoretical
framework of network control theory to operationalize effort
as control input. This operationalization is supported by prior
research showing that control inputs positively correlate with cog-
nitive load, are modulated by dopaminergic signaling of cognitive
effort, predict the effects of direct electrical stimulation, and relate
to metabolic energy (82, 87, 88, 90–92). Third, a core element of
the definition of mindfulness relates to momentary timescales—
present-centered awareness—but evidence based on functional
connectivity obscures time. Previous work addressed this issue by
analyzing real-time neural activity evoked by meditative practice
(46, 55, 102). By contrast, we model the time-dependent control
of the brain network as a dynamical system (134, 135). This
modeling approach allowed us to formalize dynamical notions of
effort and stability during mindful attention (23) and relate them
to the intrinsic neural timescale (32, 99).

Our analyses highlight the value of investigating network dy-
namics to provide unique insight into neural processes of medita-
tive practices (38, 55, 136). In addition to effortful expenditure of
control input to deautomatize and discontinue the processing of
reactions to stimuli, other components beyond deautomatization
remain relevant avenues of future study. Two such promising

components are socially oriented regulatory strategies and cog-
nitive flexibility. First, social influences serve an important role
in self-regulatory processes such as moderation of alcohol con-
sumption (3). Future research could study how socially oriented
mindsets, such as loving-kindness meditation and perspective
taking, elicit mindsets characterized by care for others’ well-
being and openness to learning new information (121, 137).
Prior hypotheses suggest that social processing is an efficient
baseline for self-regulation due to cooperation, shared resources,
risk mitigation, and common goals (138). Our findings natu-
rally lead to the hypothesis that socially oriented mindsets may
prime more-efficient neural dynamics that bias neural dynamics
to focalize recently experienced past messages that linger into the
future. Indeed, average controllability is greatest in default-mode
network regions whose activity is commonly associated with social
processes and thinking about the past or future (89). Second,
cognitive flexibility has been hypothesized to be a key component
of how mindfulness supports self-regulation (29). Prior work
has shown that the time spent in a state, the frequency of state
occurrence, and transitions among brain states are associated with
flexibility (139) and learning (134). These approaches are well
suited for research on the neural dynamics of meditative practices,
because dynamics between the default mode and frontoparietal
networks have been associated with cognitive flexibility. As a major
aim of mindfulness is nonelaborative and nonnarrative processing
of past experience, future work could apply event segmentation
to assess how the narrative structure of resting-state dynamics be-
comes more or less elaborated in response to meditative practices
and messaging (140, 141). Understanding the neural processes by
which meditative practices enhance self-regulation could inform
models of health behavior change, addiction, and implicit bias
that theorize a critical role for executive function to change auto-
matic or habitual behavior; such models are crucial for the design
of individualized interventions that support self-regulatory goals
(9, 142, 143).

As a self-regulatory strategy, mindful attention can help elicit
psychological distancing and reduce craving (30). While all par-
ticipants reported craving, our sample represents nondependent
social drinkers. As such, these findings run parallel to research
on heavy drinkers or drinkers with alcohol use disorder (144).
We would not expect findings of nondependent social drinkers
to directly generalize to other studies of attentional biases, moti-
vation, and emotional salience in alcohol use disorders, or vice
versa (145, 146). Although we found reduced craving during
mindful attention compared to one’s own natural reaction in the
experimental group, their average craving did not differ from the
baseline group. Hence our findings should be considered in the
context of potential effects of placebo, distraction, conditioning,
and expectations. Other motivators might drive behavior in our
sample of nondependent social drinkers. For example, in a sep-
arate report from the dataset we used here, feelings of purpose
in life influenced whether greater alcohol cue reactivity within the
ventral striatum was associated with increased or decreased alcohol
use following craving in daily life (147). We encourage future work
that could bridge this gap, and note that the present work suggests
that network control is a promising candidate approach.

Methodological Considerations. These findings should be con-
sidered within the context of the strengths and limitations of
our approach. Strengths of the study included randomized con-
trolled experiments; follow-up longitudinal measurements of the
self-regulation of real-world behavior; multimodal analyses us-
ing diffusion, task-based, and resting-state neuroimaging; and
statistical modeling tailored to the nonnormal distribution of
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drinking behavior beyond baseline drinking and personality dif-
ferences. Moreover, network control theory was well positioned
to overcome limitations of the theoretical definition of neural
effort and efficiency that have prevented previous research from
drawing conclusive inferences about the role of neural dynamics
in meditative practices. Our use of the intrinsic timescale was also
notable for its relevance to the definition of mindfulness (13), and
for the fact that it provides empirical justification for the temporal
stability that is typically inferred from the theoretical assumptions
of control stability (90, 109, 148).

Limitations of the study included the simplifying assumption
of linear neural dynamics, although this simplification is com-
mon and justifiable in macroscale networks (149, 150). Another
limitation was the use of an experimental baseline task that
was not expected to provide similar benefits as the interventions
(25). Although our primary aim was to understand the relations
between mindfulness states and neural effort, efficiency, or sta-
bility, it will be crucial that future studies incorporate an active
comparator in their experimental design, to evaluate mindfulness
interventions in clinical or educational settings. A separate report
from the dataset we used here found that behavioral outcomes
were specific to mindful attention compared to a socially oriented
regulation strategy (30). Prior studies have used sham mind-
fulness or other active controls to determine whether belief or
awareness that one is meditating was a significant driver of the
health and cognitive outcomes of mindfulness (114, 151, 152).
Such study designs will be important to address the possibilities
that placebo, distraction, conditioning, and expectations may be
associated with these results. Moreover, other features of a neural
signal can produce shorter intrinsic timescales, such as greater
power of higher-frequency oscillations. Other contributions of
the signal to the stability of neural dynamics remain important
avenues of investigation, preferably using neuroimaging methods
like EEG with better temporal resolution. In addition, the short-
term induction of mindful attention in our fMRI task differs from
meditation-oriented mindfulness developed through meditation
practice (153, 154), such as a standardized 8-wk program on
mindfulness-based stress reduction including meditation practice.
Although short-term induction of mindful attention has been
previously effective, and the instructions and behavioral effects
were replicated in a separate sample (30), we encourage exten-
sions of our work to probe mindfulness performance ratings and
self-report surveys on the subjective passage of time during the
fMRI task and with different forms of meditation (55). Finally,
since a prevalent issue among college students is binge drink-
ing, we studied how college students belonging to social clubs
responded to alcohol cues in the fMRI scanner and in their daily
lives. Although we include demographic variables in our model,
our study of this particular group limits the generalizability of
the findings. Future work could extend our dynamical systems
framework and short-term training to a broader sample. Further
extensions to different forms of meditative practices represent
an important direction to assess the generalizability of our dy-
namical systems theory of mindful attention and its outcomes
(155, 156).

Conclusion. Taken together, we described evidence that mindful
attention was associated with effortful and unstable neural states
with discontinuing neural dynamics. More-effortful and unstable
neural states tend to more quickly update and discontinue the past
in order to focalize the present experience. Our results provide
a dynamical systems framework with the potential to model
various meditative practices, regulatory strategies, and mental
states that differently maximize the functional value and cost of
thinking about the past, planning for the future, and staying in

the present, according to personal goals and contextual demands
(19, 122, 157).

Materials and Methods

Participants were undergraduate students recruited from social groups (e.g.,
sororities, sports clubs, performance groups) at the University of Pennsylvania
and Columbia University. In our study, all of the participants reported drinking at
least three times per year and had past experiences drinking alcohol. Given the
focus of the current study on alcohol use outcomes, participants were excluded if
they consumed less than one drink in a typical drinking occasion, had a history of
substance abuse, or had any history of major physical or mental health disorders.
Interested participants (N = 583; 63% of invited participants) consented to par-
ticipate and completed an hour-long baseline survey, as described below. The full
study protocol was approved by the Institutional Review Board at the University of
Pennsylvania and Columbia University, in addition to the Army Research Office.

MRI Acquisition, Preprocessing, and Modeling.
Cue-reactivity fMRI task. Consistent with past work on regulation of alcohol
craving (3), we used images of alcohol (beer, wine, and liquor) to elicit craving.
Before the task, participants were randomized to one of three groups (mindful,
perspective taking, or control) and were trained how to do the task, based on their
group. During the task, participants saw images of alcoholic (e.g., bottle of beer)
and control images of nonalcoholic beverages (e.g., water bottle) selected from
the Galician Beverage Picture Set (105). This normalized stimulus set contains
images that are compositionally similar to one another and without beverage
brands, and balances social contexts (e.g., alone versus in a social setting). While
viewing the images, participants were either instructed to react naturally (“React”
trials) or regulate their responses to the images (“Regulate” trials). After each im-
age, they rated their craving on a five-point scale (1 = not at all, 5 = very much).
On half of the React trials, participants saw images of alcoholic beverages; on the
other half, they saw control, nonalcoholic beverages. Participants in the control
group completed the React trials only, whereas participants in the mindful and
perspective-taking groups completed both React and Regulate trials. On Regulate
trials, participants in the mindful group were instructed to attend mindfully to
their experience, accepting their thoughts and feelings in a nonjudgmental way.
Detailed instructions for the task are available at https://osf.io/gkahy/ (158).

Participants completed 96 trials across four task runs. This task used a mixed
design in which trials were blocked per condition to reduce the burden associated
with task switching. We based our task design on prior work that established
the block design methodology (3, 159). Each block consisted of four trials, and
each task run consisted of six blocks. Each block began with a condition cue
(3 s) followed by four trials, each consisting of an image presentation (6 s)
and a craving rating (3 s); each event was separated by a jittered fixation cross
(mean 4.0 s ± 2.6 s). Jittered fixation periods between blocks and between trial
elements facilitate recovery of the hemodynamic response function, to improve
modeling (160–162). The duration of blocks exceeded the overall cycle of the
hemodynamic response. Block order was counterbalanced across participants
within each group. After the scan session, participants answered questions about
the cognitive strategies they used during the task and their level of confidence
using the strategies, in the postscan survey.
MRI data acquisition. Participants completed a prescan survey, a 90-min MRI
scan that included structural, diffusion-weighted, resting-state, and task fMRI
scans, and a postscan survey related to the fMRI tasks. Participants were also
prepared to complete the experience sampling component. See SI Appendix,
Supplementary Methods, MRI data acquisition for details.

Ecological Momentary Assessments and Mindful Attention Text
Reminders.
Ecological momentary assessment. After completing the MRI session, partici-
pants (N = 108) began a 28-d experience sampling assessment that measured
daily drinking behavior, mood, craving, and emotion regulation, among other fac-
tors. For participants in the mindful attention and baseline groups, the experience
sampling procedure also instructed participants to regulate their responses to
alcohol, by reminding them with texted instructions. These instructions reminded
participants to employ the cognitive strategies that they learned during training
in the cue-reactivity task while undergoing fMRI, as well as in the 28-d experience
sampling component. The mindful attention text reminders were delivered on
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alternating weeks during the experience sampling component. On these “on”
weeks, participants received two prompts a day (at 2 PM and 9 PM) reminding
them to use the cognitive strategy when they encountered alcohol. On “off”
weeks, participants were instructed to react naturally to alcohol cues (“If you
are around alcohol today, REACT NATURALLY—have whatever thoughts and feel-
ings you would normally have.”). This approach was adopted in order to assess
within-person effects of the text reminders; text reminder delivery week order
(on/off/on/off or off/on/off/on) was counterbalanced across participants.
Short-term induction of mindful attention. The short training on mindful
attention was based on instructions that were iteratively refined across 14 pilot
studies conducted online via Amazon’s Mechanical Turk. Participants in the mind-
ful group were trained to approach alcohol cues mindfully, “by mentally taking a
step back in order to observe the situation and [their] responses in an impartial
and non-judgmental manner.” They were also trained to pay attention to their
reactions without getting caught up in them. On active weeks where participants
received text reminders (“on” weeks) in the experience sampling component,
participants were reminded to respond mindfully to alcohol cues twice a day
(“If you are around alcohol today, REACT MINDFULLY—notice, acknowledge, and
accept the thoughts and feelings you have.”). Participants in the control group
were not trained to use any cognitive strategy to change their responses to
alcohol. Instead, they were instructed to approach alcohol cues naturally, without
regulating their responses (“If you are around alcohol today, REACT NATURALLY—
have whatever thoughts and feelings you would normally have.”) through-
out the whole sampling period. See SI Appendix, Supplementary Methods, Task
Instructions and piloting and a separate publication of the same data for descrip-
tion of how we developed the text reminders (30).
Network control theory. We applied network control theory metrics to
investigate the effect of mindful attention in driving brain state trajectories
associated with processing alcohol cues. The network control theory framework
has been used to determine how underlying white matter architecture constrains
transitions between different brain states inferred from neuroimaging data (81,
84, 87, 90). The control inputs required to execute these transitions between
brain states can be thought of as a way of operationalizing cognitive effort,
following prior work (89, 90). In our model, we used parameter estimates
(β weights from a general linear model) to specify brain states from the cue-
reactivity task. The baseline state was defined by β weights equal to zero (no
relationship between neural activity and task). Each participant’s structural
matrix was used as A. We defined B to allow control inputs into the 145 brain
regions of the dorsal attention, ventral attention, and frontoparietal networks,
following prior cognitive neuroscience literature implicating these networks in
exerting executive control resources (89, 122, 163). We also sought to model
the control inputs required to sustain the same neural state, which allows
us to determine the control stability. While the control input operationalizes
cognitive effort of neural dynamics, the control stability operationalizes the
temporal stability of neural states. Lastly, to simulate the down-regulation of
precuneus and PCC regions’ influence on system activity, we identified the
20 regions labeled precuneus/PCC using our selected brain parcellation atlas
(see SI Appendix, Supplementary Methods, Anatomical data preprocessing). This
analysis follows prior work conducting control impact analyses to assess how
control input and stability change as one reduces the ability of regions to
propagate control inputs (90). We apply this analysis to assess a previously
hypothesized model involving the deactivation of default-mode network regions
(36, 42, 46, 47). See SI Appendix, Supplementary Methods, Network control theory
for more details.
Intrinsic timescale. We sought to also investigate the stability of neural states
using existing metrics that estimate the similarity of neural states over time
from the regional time course data. To determine the temporal stability and
similarity of neural states, we calculated the intrinsic timescale per brain region
using the denoised time series after removal of motion confounds. The intrinsic

timescale operationalizes the temporal windows by which regional computations
are thought to unfold (98). To determine the intrinsic timescale, we used a model-
free estimate from a previously published method (99). Briefly, the method
determines the duration required for a signal to decay by half, and does so
by estimating the full width at half maximum of an autocorrelation function.
We used this previously published method and corresponding MATLAB code
available at https://github.com/ryraut/intrinsic-timescales (164).
Citation Diversity Statement. Recent work in several fields of science has iden-
tified a bias in citation practices such that papers from women and other minority
scholars are undercited relative to the number of such papers in the field (165–
173). We used prior methods (169, 174) to measure that our references contain
19.66% woman(first)/woman(last), 9.39% man/woman, 29.13% woman/man,
and 41.81% man/man authors; we used additional methods (175, 176) to mea-
sure that our references contain 9.23% author of color (first)/author of color(last),
11.44% white author/author of color, 21.53% author of color/white author, and
57.8% white author/white author. These methods have several limitations (174),
and we look forward to future work that could help us to better understand how
to support equitable practices in science.

Data, Materials, and Software Availability. Materials, processed ano-
nymized data, and code have been deposited in Open Science Framework
[https://osf.io/gkahy/ (158)], NeuroVault (https://neurovault.org/collections/
QCJQYFVZ/) (177), and GitHub (https://github.com/dalejn/contemplativeControl)
(178).
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